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3
3.1
TWD-TP .4 ) shttp://ar-
chivedcs.uci.edu /ml/datasets.html,4 , 2
2
Tab.2 Data set
Number Dataset Name Attribute Classification Number
1 Breast-cancer 10 Benign/Maligant 458/241
2 Haberman's Surival 4 Long/Short 225/81
3 Tic-Tac-Toe 10 Win/Fail 626/332
4 Mammographic Mass 6 Benign/Maligant 516/445
3.2
s 2
3.2.1
, Weka )
s , 5~8
5~38 , TWD-TP ,  Haberman’s Survival
NaiveBayes , ,
6 s
s , 6
s 3
3 s
Haberman’'s Survival Random Forest ,
67.32% 82.55% » 15.23%., 6
71.39% 82.55%, 11.16 % ; Mammographic Mass Lib-SVM R
79.61% 91.57%, 11.96 %, 6
78.91% 91.57%, 12.66% , TWD-TP
3
Tab.3 Comparison of classification accuracy of different data sets on each classifier %
Classifier Breast-cancer Haberman’s Surival Tic-Tac-Toe Mammographic Mass
Naive Bayes 95.85/96.32/97.05 74.83/73.60/72.67 71.60/70.14/74.13 80.54/80.14/89.71
Lib-SVM 95.85/95.51/97.79 73.52/74.18/75.58 87.78/80.68//84.68 79.61/78.91/91.57
J48 95.27/93.67/96.32 71.89/73.36/75.00 88.51/90.04/91.90 81.89/82.47/90.63
Random Forest 96.56/96.46/97.79 67.32/71.39/82.55 94.67/92.56/95.95t 79.71/91.57/80.55
6
3.2.2

TWD-TP s
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Tab.4 Comparison with classification accuracy of traditional three decision %
Data set Breast-cancer Haberman’s Surival Tic-Tac-Toe Mammographic Mass
3SWD(TOD) 95.27 70.26 90.02 90.21
3WD(TAD) 76.81 68.21 84.61 90.94
3WD(TPD) 96.89 80.41 92.91 95.31
TOD , TPD , TAD 6

4 s ,

, Haberman 80.41% ., 6

12.20%, 10.15%. ,
s
s s
, s S , ,

TWD-TP
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Tab.S Comparison of the number of samples that cannot be divided %
Number Breast-cancer Haberman’s Surival Tic-Tac-Toe Mammographic Mass
TOB 33 91 95 94
TPB 8 28 49 25
: TOB , TPB
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Estimating walking athlete’s step length and step
frequency based on the acceleration sensor

Tang Jianjun,Zhou Yang

(College of Education,Beijing Sport University,Beijing 100084 , China)

Abstract : Sports capture technology is a powerful assistant for sports training and physical education teaching, which can
capture the motion parameters and assist the coaches to evaluate and adjust the training effect. Based on the three—axis acceler-
ation sensor, an algorithm is designed to calculate the walking step length and step frequency. The three—axis motion informa-
tion of the athlete is captured, the noise interference of the sampled data is eliminated by the low-pass filtering method, the
step frequency is solved based on the acceleration curve in the gait cycle, and the calculation model of the walking step is estab-
lished. The test data show that the calculated step size and step frequency are high and the error is small. Obtaining the step
size and step frequency of each gait can detect the stability of the technical structure of the walking race in the training and im-
prove the training efficiency.

Keywords: tri-axial accelerometer; motion capture technology;step length;step frequency;walking
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Research on two-stage classification model based on three-way decisions

Xu Jiucheng,Xu Zhanwei, Li Mengfan, Wang Nan

(College of Computer and Information Engineering; Henan Technology Research Center for Computational

Intelligence and Data Mining, Henan Normal University, Xinxiang 453007 , China)

Abstract: Aiming at the further division of the three-way decisions boundary domains, the problem of insufficient classi-
fication accuracy of the boundary knowledge of the three-way decisions caused by insufficient information. this paper proposes
a new two-stage classification model based on three-way decisions(TWD-TP). In the first stage, the conditional probabilities of
samples in three-way decisions are constructed by Bayesian rule, the required thresholds are obtained by solving the optimal
loss function. Then the data sets are divided according to the three decision rules. However, the three-way decisions are based
on the division of least-risk Bayes decision theory, including some misclassified samples in positive and negative domains. In the
second phase, the samples of misclassification in positive domain and negative domain are introduced into the delayed decision
domain as incremental information by class label index to construct new boundary domain, that is, reconstruction boundary do-
main. Finally, the classifier is used to perform classification verification on the reconstruction boundary domain objects. The ex-
perimental results show that the TWD— TP model proposed in this paper can not only filter out the samples with high misclas-
sification features in the three-way decisions division, but also can correctly divide the previously undivided samples in the re-

construction boundary and improve the classification accuracy.

Keywords: three-way decisions; two-stage;incremental information; boundary domain



